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(a) Task: promptable segmentation (b) Model: Segment Anything Model (SAM) (c) Data: data engine (top) & dataset (bottom)

Figure 1: We aim to build a foundation model for segmentation by introducing three interconnected components: a prompt-
able segmentation fask, a segmentation model (SAM) that powers data annotation and enables zero-shot transfer to a range
of tasks via prompt engineering, and a data engine for collecting SA-1B, our dataset of over 1 billion masks.

Segment Anything Task

The promptable segmentation task is to return a valid segmentation mask given any prompt.

Pre-training. The promptable segmentation task suggests a natural pre-training algorithm that simulates a sequence of

prompts (e.g., points, boxes, masks) for each training sample and compares the model’s mask predictions against the ground

truth. Our aim is to always predict a valid mask for any prompt even when the prompt is ambiguous.
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Figure 3: Each column shows 3 valid masks generated by
SAM from a single ambiguous point prompt (green circle).

Zero-shot transfer. The pre-training task endows the model with the ability to respond appropriately to any prompt at

inference time, and thus downstream tasks can be solved by engineering appropriate prompts.

Discussion. Prompting and composition are powerful tools that enable a single model to be used in extensible ways,
potentially to accomplish tasks unknown at the time of model design. This approach is analogous to how other foundation
models are used, e.g., how CLIP is the text-image alignment component of the DALL-E image generation system.


af://n0
af://n3

Segment Anything Model
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Figure 4: Segment Anything Model (SAM) overview. A heavyweight image encoder outputs an image embedding that can
then be efficiently queried by a variety of input prompts to produce object masks at amortized real-time speed. For ambiguous
prompts corresponding to more than one object, SAM can output multiple valid masks and associated confidence scores.

SAM has three components: an image encoder, a flexible prompt encoder, and a fast mask decoder.

Image Encoder

We use an MAE pre-trained Vision Transformer (ViT).

JXAN Encoder VIT 13T 1024 x 1024 W AB Fr, il 64 x 64 IVRHERL, X MRHEE AT BISHE T 256
channels R, F DU 2 256 x 64 x 64 FUEHERIES (256 1> 64*64 Y [H1HE)

Prompt Encoder

= Sparse prompts are mapped to 256-dimensional vectorial:

= A point. A positional encoding of the point’s location + one of two learned embeddings (that indicate if the point is

either in the foreground or background).
= A box. An embedding pair:
= the positional encoding of its top-left corner summed + a learned embedding representing “top-left corner”.
= the same structure but using a learned embedding indicating “bottom-right corner”.
= free-form text. CLIP text encoder.
= Dense prompts (i.e., masks):
= mask -> CNN -> + image embedding

= [f there is no mask prompt, a learned embedding representing “no mask” is added to each image embedding location.
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Lightweight Mask Decoder
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1. self-attention on the tokens
2. cross-attention from tokens (as queries) to the image embedding
3. a point-wise MLP updates each token

4. cross-attention from the image embedding (as queries) to tokens.
During cross-attention, the image embedding is treated as a set of 64*64 256-dimensional vectors.

Each self/cross-attention and MLP has a residual connection, layer normalization, and a dropout of 0.1 at training. The next
decoder layer takes the updated tokens and the updated image embedding from the previous layer. We use a two-layer
decoder.

Training

Making the model ambiguity-aware. By default we predict three masks, since we observe that three layers (whole, part, and
subpart) are often enough to describe nested masks. During training, we compute the loss (described shortly) between the

ground truth and each of the predicted masks, but only back-propagate from the lowest loss.

Losses. We supervise mask prediction with a linear combination of focal loss and dice loss in a 20:1 ratio of focal loss to dice

loss.
Training algorithm.
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Segment Anything Data Engine

Assisted-manual Stage -> Semi-automatic Stage -> Fully Automatic Stage

Assisted-manual Stage. (1) SAM was trained using common public segmentation datasets. (2) After sufficient data
annotation (by human), SAM was retrained using only newly annotated masks. (3) As more masks were collected, the image
encoder was scaled from ViT-B to ViT-H and other architectural details evolved.

Semi-automatic Stage. aiming to increase the diversity. We first automatically detected confident
masks. Then we presented annotators with images prefilled with these masks and asked them to annotate any additional

unannotated objects.

Fully Automatic Stage. In the final stage, annotation was fully automatic. (1) At the start of this stage, we had collected
enough masks to greatly improve the model, including the diverse masks from the previous stage. (2) we prompted the model
with a 32x32 regular grid of points and for each point predicted a set of masks that may correspond to valid objects. (3) After
selecting the confident and stable masks, we applied non-maximal suppression (NMS) to filter duplicates. To further improve
the quality of smaller masks, we also processed multiple overlapping zoomed-in image crops.

Limitation

While SAM performs well in general, it is not perfect.

1. It can miss fine structures, hallucinates small disconnected components at times, and does not produce boundaries as
crisply as more computationally intensive methods that “zoom-in”. In general, we expect dedicated interactive
segmentation methods to outperform SAM when many points are provided. Unlike these methods, SAM is designed
for generality and breadth of use rather than high IoU interactive segmentation.

2. SAM can process prompts in real-time, but nevertheless SAM’s overall performance is not real-time when using a

heavy image encoder.

3. Our foray into the text-to-mask task is exploratory and not entirely robust, although we believe it can be improved

with more effort.

4. While SAM can perform many tasks, it is unclear how to design simple prompts that implement semantic and

panoptic segmentation.

5. There are domain-specific tools that we expect to outperform SAM in their respective domains.
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